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Multiphysics Simulation of In-Service Welding and 
Induction Preheating: Part 1

A FEM to simulate in-service welding qualification considering induction 
preheating and fluid flow in a coupled solution is presented
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Abstract

A finite element model was developed 
using a multiphysics finite element analysis 
(FEA) coupling heat transfer, fluid flow, and 
electromagnetic heating. Part 1 presents the 
software implementation and model equations 
beside the mesh setting and modeling approach to 
simulate circumferential welding of Type B sleeve 
repair. The simulation was divided into four steps 
running sequentially for each physic solved in the 
model. Induction preheating was simulated and 
validated by comparing simulated temperature 
with experimental measurements. The multiphysics 
model differs from the usual simulations present 
in the literature, expressing more reliability in 
the results and making way for more-complete 
modeling for in-service applications.
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Introduction
In-service welding is a very important demand in the oil and 

gas industry. The need for it may arise for repair or installing 
bypasses without stopping fluid flow (Refs. 1–3). Such a weld-
ing technique aims to mitigate pipeline downtime, keeping 
the supply of hydrocarbon and compromising the operational 
capacity as little as possible. Examples of in-service welding 
applications include Type B sleeves, patches, weld overlay, 
and fittings for hot tapping (Refs. 4–7).

In most cases, in-service welding is susceptible to a higher 
cooling rate compared to a conventional weld. This is due to a 
fluid flow that may be at a high flow rate and pressure increas-
ing heat flux on the inner wall. The faster cooling makes the 
welded metal and the heat-affected zone (HAZ) prone to 
the formation of brittle microstructures and defects, such 
as lack of fusion (Ref. 8). In such operations, the combina-
tion of high-hardness microstructures with a higher level 
of diffusible hydrogen (available on the workpiece due to 
hydrocarbon contaminants, condensation in temperatures 
below the dew point, and oxides that are hygroscopic and can 
retain humidity as well as in the weld consumable) makes the 
welded joint susceptible to hydrogen-induced cracking (HIC). 
Moreover, flammable fluids also create concern regarding 
the burn through/blowout risk (Refs. 9, 10). Such issues bring 
great complexity to in-service welding, showing the necessity 
for proper control using techniques/processes that mitigate 
the risk of defects and increase safety.

Therefore, parameters and variables that involve the weld-
ing process and the qualification of a procedure involve the 
mounting of complex systems with the circulation of water 
to produce a greater thermal severity (Refs. 1–3, 6, 7). Thus, 
the use of methods for the predictability of results, as a func-
tion of certain input parameters, is a tool that enables an 
understanding of physical phenomena that are difficult to 
measure as well as providing potentially more dynamic testing 
procedures, reducing time and raw material costs.

One of the most-used forms of numerical simulation con-
cerns the finite element method (FEM). FEM simulation of 
in-service welding was applied in previous research by Huang 
et al. (Ref. 11) and Guest et al. (Ref. 12). The authors tried 
to predict the temperature distribution and thermal cycles 
of the welding process, disregarding the effect of auxiliary 
techniques, which are mandatory for in-service applications, 
such as preheating of the part. In the same way, fluid flow was 
not modeled by the authors. Ignoring important variables 
(preheating method and fluid flow) induces large errors and 
an underestimation of the temperature and thermal cycle 
prediction.

48-s | WELDING JOURNAL



The simplification of the modeling is a result of the complex 
multiphysics existing in the process, making the problem 
not tractable if too many phenomena are considered in the 
problem. Compared to conventional welding simulations, 
in-service welding inserts a few more physical variables. 
Alian et al. (Ref. 13) developed a thermomechanical finite 
element analysis (FEA) for in-service welding, aiming to verify 
the influence of the welding sequence over the circumferen-
tial distortion and residual stress in the pipe. Wang et al. (Ref. 
14) created a model to analyze temperature distribution and 
thermal cycles for in-service fillet welding of Type B sleeves. 
The authors proposed a comparison of the cooling rate of 
the weld depending on the convective flux of different fluids. 
Even though both papers created thermal models to analyze 
temperature distribution, in all cases, significant variables 
were simplified concerning the welding and fluid flow models. 
For example, the internal heat transfer coefficient (h) was 
analytically calculated based on a fully developed flow, which 
is a completely different behavior from a reduced pipe length 
used in welding qualification following the standard API 1104, 
Standard for Welding Pipelines and Related Facilities, Appen-
dix B (Ref. 6) and laboratory experiments.

Therefore, this paper aims to show the in-service welding 
simulation using a multiphysics approach. The research was 
divided into two technical papers (Part 1 and Part 2). This first 
manuscript discusses the steps in creating a multiphysics 
model focused on implementing induction preheating and 
fluid flow for a reduced mock-up. Using a carbon steel pipe 
and a Type B sleeve repair, a water loop was mounted to 
simulate greater heat flux and cooling rate. Moreover, the 
use of electromagnetic induction preheating for high cooling 
rate repairs is an innovative technique in which an electro-
magnetic field generated by an alternating current at high 
frequency can induce an eddy current that circulates through 
the component, causing heating by the Joule effect (Refs. 

15, 16). Consequently, the purpose of Part 1 of this research 
is to present a model using FEM considering the modeling of 
the preheating by electromagnetic induction, the fluid flow 
inside the pipe, and the welding heat source. Complementary, 
Part 2 will present simulation results and validation of the 
multiphysics in-service welding model created in Part 1, com-
paring post-processing results with experimental data, such 
as welding cross-section macrographs and thermal cycles.

Experimental Procedure

Materials and Methods

The experimental part of this work was carried out in 
a water loop to emulate the in-service welding of Type B 
sleeves, as shown in the schematic of Fig. 1. The sample was 
a carbon steel API 5L Grade B pipe 2 m (6.561 ft) in length, 
324 mm (12.756 in.) in diameter, and 9.5 mm (0.374 in.) thick. 
The water flow was kept at 380 l (100.385 gal)/min mea-
sured using a flowmeter, and the water tank was connected 
to a cooler, keeping the inflow temperature at 20°C (68°F), 
according to Fig. 1.

Experiments and simulations were carried out simultane-
ously in this research. Firstly, the model was set to simulate 
only the fluid flow coupled with the electromagnetic physic 
(equations are detailed in the next topic). Experimentally, the 
induction power source was a Miller ProHeatTM 35 with two 
flexible copper cables (coils) 10 mm (0.394 in.) in diameter. 
The power source was set to work at its maximum power of 
35 kW, resulting in an AC frequency of 10.4 kHz and an RMS 
current of 350 A. These values were fixed for all tests and 
represent the boundary condition defined by the induction 
heating model (more details regarding the boundary con-
ditions can be verified in Appendix 1). For the Type B sleeve 

Fig. 1 — Schematic of the water looping for in-service welding qualification.
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welding, a double-coil configuration was set according to 
Fig. 1, in which one coil heated the sleeve and the other one 
heated the pipe simultaneously. The maximum preheating 
temperature was limited and controlled to 400°C (752°F) 
right beneath the sleeve coil.

During the tests, the temperature was measured using Type 
K thermocouples 1 mm (0.039 in.) in diameter. The thermal 
analysis and temperature acquisition were analyzed with a 
portable measurement system, IMC Welding SAP V47I (Ref. 
17). Thermography was also carried out with a FLIR SC7200 
heat camera to measure the temperature field in the induc-
tion heating simultaneously with the thermocouples, working 
as a calibration device to the thermographic image.

GMAW with pulsed current (GMAW-P) was applied to the 
girth welding with the electrical parameters presented in 
Table 1, which were used as boundary conditions to the mod-
eled heat source. Three weld beads were laid sequentially, 
as presented in detail in Fig. 1. More details regarding the 
welding equipment will be presented in Part 2 of this work.

The FEM simulations were developed on COMSOL Mul-
tiphysics® 6.1 software, applying the differential equations 
of the AC/DC (alternate/direct current) and heat transfer 
modules. The computer setup was an AMD RyzenTM 7 3800X 
microprocessor with eight cores and 16 threads working at a 
clock frequency of 3.9 GHz, 64 GB of RAM DDR4 at 2666 MHz, 
and an Adata solid state drive with 1 Tb of storage capability 
and reading/writing speed of 520/450 MB/s.

The geometric model is presented in Fig. 2 with its main 
details highlighted in the schematic. A tetrahedral mesh 
was applied to the model resulting in 1.305.219 elements, 
33.088.672 degrees of freedom (DOF), and a mesh qual-
ity (skewness) of 0.68. Tetrahedral elements were applied 
with mesh refinement in regions of greater error, such as the 
weld joint, the inlet and outlet of the flow, and the internal 

surface of the pipe, where the fluid interacted with the wall 
and the hydrodynamic boundary layer was located. Bound-
ary-layer-type elements were used in the fluid domain, in 
the vicinity of the wall, and in the external surfaces where 
the induced eddy current flowed.

Physics and Mathematical Equations 
Implemented in the FEM

Welding is a multiphysics process involving several phe-
nomena occurring simultaneously, such as conduction, 
convection, and radiation heat transfer, in addition to plasma 
jet phenomena and current flow. Solid-state phase transfor-
mations, deformation, and residual stresses are also effects 
occurring during welding. Creating a model that simulates and 
solves all of the physics simultaneously is not tractable, either 
due to hardware issues, computational time, or the impos-
sibility of measuring some physical phenomena to validate 
the model. However, assuming some simplifications, the FEM 
is a powerful tool to estimate some variables and effects.

The multiphysics model in this work solved heat transfer, 
fluid flow, and induction heating equations. From the thermal 
point of view, the temperature distribution in solid domains 
can be described by the general tridimensional energy bal-
ance equation, given by its differential form in Equation 1, 
which considers the main physical properties of the material.
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Fig. 2 — Geometry and mesh details applied to in-service welding simulation model.
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where k is thermal conductivity, T is the temperature, Q is 
a heat source, 𝜌 is the density, and Cp is the specific heat.

Furthermore, the approach of this paper also considers 
the convective heat flux from the solid pipe wall to the fluid 
domain introducing an advective parcel in Equation 1. Thus, 
the heat transfer in the fluid domain becomes described by 
Equation 2, which considers the fluid physical properties 
and the 3-D velocity field (u). This velocity field is calculated 
by the fluid flow interface governed by Equations 3 to 10 in 
the turbulent regime.
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where kf is fluid thermal conductivity, T is the fluid tempera-
ture, Q is a heat source, 𝜌 f is the fluid density, and Cpf is the 
fluid heat capacity.

The equations solved in the fluid flow interface concerned 
the Reynolds-Averaged Navier-Stokes (RANS) model for mass 
and momentum conservation in turbulent regimes, described 
by Equations 3 and 4. In the approach, the velocity is decom-
posed into a 3D form according to Equation 5, while the 
Reynolds decomposition for turbulence is applied for each 
component (u, v and w), as exemplified in Equation 6. The 
turbulence model was the k-𝜀, which considers two more 
transport equations, considering the turbulent kinetic energy 

(k) and dissipation (𝜀) according to Equations 7 and 8. Both 
equations consider the turbulent viscosity described in Equa-
tion 9, while the pressure is then given by Equation 10.
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where Re is the Reynolds number, 𝜌  is the density, g is the 
gravity, P is the pressure, 𝜇 is the dynamic viscosity, 𝜇𝜏 is 
the turbulent viscosity, and in the following constants, C𝜀1 
= 1.5, C𝜀2 = 1.9, C 𝜇 = 0.09, 𝜎k = 1.0, and 𝜎ε = 1.3.

The induction preheating was considered in solving the 
electromagnetic general theory equations in the coil group 
domains and in the solid pipe wall (Fig. 2). Induction heating 
is a function of the magnetic flux density (B) created by the 
flowing of an electric current through the coil, providing an 
electromagnetic driving force (voltage) induced in the part 
(Refs. 18, 19). To calculate the field induced by the current, it 
is necessary to solve Maxwell’s equations (Ref. 19) in their dif-
ferential forms, using a derivative approach to the magnetic 
vector potential (A) in a quasi-stationary regime (∇ × J = 0), 
according to the fundamental laws shown in Equation 11 to 
14 and the magnetic flux density in Equation 15.

.

→

(2)

.

(3)

(4)

(5)

(6)

(9)

→

→ →

Table 1 — Parameters Applied to the Circumferen-
tial Weld

Parameters of GMAW-P

Pulse current (Ip) 380 A

Pulse time (tp) 2.7 ms

Background current (Ib) 60 A

Background time (tb) 3.5 ms

Average current (Im) 200 A

Average voltage (Um) 26.0 V

Average power (Pm) 6060 W

Wire feed speed (Wfs) 6 m/min

Contact tip to work  
distance (CTWD) 17 mm

Travel speed (Ts) 30 cm/min

Shielding gas Ar + 8%CO2

(7)

(8)

(10)
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where ∇ (del operator) is a mathematical operator that indi-
cates the divergence of the electromagnetic field, D is the 
electric flux density (C/m2), 𝜉 is the electric charge density 
(C/m2), H is the magnetic field intensity (V/m), E is the current 
density (A/m2), and E is the electric field intensity (V/m). 
To obtain a closed volume of control, in which the electro-
magnetic field spreads, it is necessary to couple Maxwell’s 
equations by the constitutive relations, describing the phys-
ical properties of the medium in which the current flows. 
These relations are given by Equations 16 to 18.

𝐵𝐵"⃗ = 	𝜇𝜇!𝜇𝜇"𝐻𝐻""⃗  

𝐷𝐷""⃗ = 	 𝜀𝜀!𝜀𝜀"𝐸𝐸"⃗  

𝐽𝐽 = 	𝜎𝜎𝐸𝐸'⃗  

 
where 𝜇r is the relative permeability of the medium, 𝜇0 is the 
vacuum permeability (H/m), 𝜀r is the relative permittivity of 
the medium, 𝜀0 is the vacuum permittivity (F/m), and 𝜎 is the 
electric conductivity of the medium (S/m).

Equations 19 to 22 describe the domain variables as the 
current density in the part, coil current, the current density in 
the coil, and the total voltage, while Equation 23 describes 
the magnetic insulation considered as a boundary condition 
to the model; that is, mathematically, there is no flux beyond 
the frontier of the volume of control.

(𝑗𝑗𝑗𝑗𝑗𝑗 − 𝑗𝑗!𝜀𝜀"𝜀𝜀#)�⃗�𝐴 + 𝛻𝛻 × -𝜇𝜇"$%𝜇𝜇#$%𝐵𝐵0⃗ 1 = 	 𝐽𝐽&000⃗  
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where j indicates an imaginary parcel, 𝜔 is the current angular 
frequency, Je is the current density, Icoil is the coil current, Vcoil 
is the coil voltage, Vi is the voltage of a single turn of the coil, 
and n indicates the normal direction.

The welding heat source implemented in the model was 
the double ellipsoidal volumetric distribution presented 
by Goldak and Akhlaghi (Ref. 20). This heat distribution is 
divided into frontal and rear portions totalizing the entire 
heat source (qf + qr). Frontal and rear portions are given by 
Equations 24 and 25, respectively:

𝑞𝑞𝑞𝑞(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡) =
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where ff + fr = 2, Ts is the travel speed, 𝜏 is a delay factor, and 
Q is the input power and the product of welding current (I), 
voltage (U), and thermal efficiency (𝜂).

Since the welding process was GMAW-P, the input power in 
the mathematical equations is presented in Table 1, and the 
thermal efficiency factor (𝜂) was 0.85 based on the literature 
(Ref. 21). The process input power (Q) can be estimated by 
Equation 26, using the product of instantaneous current (Ii) 
and voltage (Ui) divided by the number measurement (N) 
using the acquisition system IMC-SAP.

𝑄𝑄 =
∑ (𝑈𝑈! × 𝐼𝐼!)"
!#$

𝑁𝑁 ∗ 𝜂𝜂 

(11)

(12)

(13)

(14)

(15)

→

→ →

(16) 

(17) 

(18)

(19)

(20) 

(21) 

(22)

(23)

(25)

(26)

(24)
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Results and Discussion

Multiphysics Model for In-Service Welding 
Qualification

This section presents the multiphysics model to simulate 
in-service welding qualifications. Figure 3 shows the tem-
perature distribution simulated in the external wall of the 
pipe using the induction heating equations coupled with the 
energy balance and fluid flow. A homogeneous temperature 
is verified along the pipe’s circumference according to the 
image. The homogeneity of the temperature distribution is an 
important aspect of preheating, as mentioned by Turichin et 
al. (Ref. 22) and Cicic et al. (Ref. 23). Conventionally applied, 
it is more difficult to ensure uniform heating with flame pre-
heating compared to, for example, induction. Such uniformity 
of induction ensures similar preheating temperatures and 
similar cooling rates throughout the pipe diameter. The max-
imum temperature beneath the coil was 134°C (273.2°F) 
measured experimentally by a thermocouple in the center 
of the wrap, but the model indicated 115°C (239°F) at the 
same point, an error of 14.2%. This error might have stemmed 
from possible water vapor formation inside the pipe during 
the experimental tests, as the temperature exceeded 100°C 
(212°F) on the wall. Dhir (Ref. 24) demonstrated that bubble 
formation can occur near the wall in some cases, altering 
the heat transfer in the thermal boundary layer. However, 
in this model, the water properties have been considered 
nonlinear as a function of temperature (Appendix 1), but this 

simulation does not model two-phase flows in the presence 
of bubble formation.

Regarding the temperature profile on the pipe wall (exter-
nal surface), a great agreement between thermography and 
simulation was verified. Figure 4A presents a thermographic 
image of the temperature regime condition simulated in 
Fig. 3, while Fig. 4B shows the temperature profile on the 
pipe wall, as indicated by the dashed line. The thermocou-
ples attached to the pipe wall were the reference values to 
the thermographic image resulting in an emissivity of 0.73 
at the surface. This first simulation was used to set up and 
converge the induction heating running coupled with the 
nonisothermal flow since the complexity of the multiphys-
ics model requires a step-by-step approach, as also used in 
other multiphysics models in the literature (Refs. 25–27).

Secondly, the validation of the simulation was defined by 
the meeting of the thermographic temperature profile and 
the FEM. The relatively low error in the peak temperature 
was acceptable considering the influence of several vari-
ables, although Kennedy et al. (Ref. 28) showed errors on 
the order of 1.5% in the modeling of induction heating and 
magnetic fields.

The in-service welding complete model developed in this 
research works on a sequential approach of four steps. It is 
possible to run each step solely to validate the results or for 
comparison purposes. For example, the first step’s result 
can be considered the fluid flow velocity field, which can 
be seen in Fig. 5. The streamlines presented in the image 
exhibit the water flowing profile inside the pipe for 380 l/
min. Large vortices near the entrance were formed due to 

Table 2 — Comparison of Statistical Data Between Meshes Applied to Full-Size and Reduced Models

Full Size with Axial Symmetry Reduced Size 1/4 of the  
Circumference

General view of geometry and mesh

Total number of elements 1305219 187758

Skewness 0.6831 0.6563

DOF Step 1 (Nonisothermal fluid flow) 33081470

DOF Step 2 (Electromagnetic field) 30880262 6451209

DOF Step 3 (Induction preheating) 33081470 6481282

DOF Step 4 (Welding) 33088672 6482362

Total computational time 24 h 21 min 56 s 1 h 46 min 16 s
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diameter enlargement and water recirculation at these zones. 
After the large vortices region (approximately half of the 
pipe length), the simulated streamlines indicated a more 
laminar flow. Fluid modeling is helpful in identifying the flow 
behavior in the different zones, enabling the proper setting of 
the position of the coil for in-service welding qualifications. 
Different heat transfer amounts are expected by comparing 
the vortices zone with the uniform region, which can affect 
the welding results for qualifications. Such behavior is not 
mentioned nor considered in the standards for in-service 
welding qualifications with reduced scales. Xu et al. (Ref. 
29) presented the great difference between flowing with 
vortices characteristics versus a uniform profile by means 
of heat transfer characteristics. From the welding point of 
view, qualifying a procedure in conditions with different flow 
profiles can lead to mistaken conclusions due to distinct 
welding cooling rates and the resulting microstructure.

From the electromagnetic simulation step, the result taken 
from the FEM is the divergence of the magnetic field within 
the air domain, as shown in Fig. 6. Magnetic flux density lines 
(black) in the air domain indicate a stronger electric field 
between the coil turns and the part surface. Higher current 
density can be verified in the parts’ wall (pipe and sleeve) 
beneath its surface, according to the current density colored 
scales. The peak current density indicated in the simulation 
was 3.5 ⨉ 107 A/m2 on the sleeve’s surface and 1.4 ⨉ 108 A/
m2 in the coil section. Due to the smaller cross-section area 
of the coil, a greater current density is expected on it. Such 
surface phenomenon is named the skin effect, also cited by 
Ocilka and Kovác (Ref. 18), in which most of the current circu-
lates throughout a thin layer of the part, creating heating by 
the Joule effect. Li et al. (Ref. 15) mentioned that due to the 
internal heat generation provided by the skin effect, lower 

Fig. 3 — Temperature distribution in the post-processing in the pipe’s external circumference.

Fig. 4 — Comparison between experimental measurements (thermography) and simulation.

A B
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heat losses are expected, and greater efficiency is obtained 
in induction heating.

Step 3 of the model calculates the preheating based on 
the calculated electromagnetic field from Fig. 6. Thus, Step 
2 generates a heat source that is an input parameter of Step 
3, in which the heat transfer balance equation is accounted 
for. Figure 7 shows the transient analysis of the temperature 
using the two coils from Step 2. To control the preheating 
level, a Boolean logic (on/off) was programmed in the soft-
ware to control the coil current and simulate the experimental 
behavior of the induction power source. Thus, the maximum 
temperature of 400°C (752°F) was hit in 15 s and controlled 
at that value afterward. Due to the fluid flow and forced con-

vection, the temperature was lower in the pipe’s wall for the 
same power applied to the sleeve. For instance, after 20 s 
(thermal regime condition), the highest temperature in the 
pipe was 115°C (239°F) beneath the coil and 90°C (194°F)
in the joint location.

Finally, Step 4 solved the temperature transient analysis 
by implementing the welding heat source with the double 
ellipsoidal distribution. Figure 8 shows the temperature dis-
tribution for 5 s, 10 s, and 20 s beside a colored cross-section 
scale of the fluid velocity. The last calculated time step of 
the induction preheating from Fig. 7 provided the initial 
temperature and fluid velocity of the welding step. Thus, in 
that case, the maximum temperature started from 400°C in 

Fig. 5 — Velocity gradient and streamlines of the fluid flow inside the pipe for 380 l/min.

Fig. 6 — Electromagnetic flux density lines and current density in the part and in the coil.
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the sleeve and 90°C in the pipe. Such logical programming 
was set in the software using its own configuration interface 
by adopting the initial values of Step 4 as the last calculated 
time step from Step 3.

The mesh developed for a multiphysics model must also 
consider the peculiarity and features suitable for each physic. 
Solving electromagnetic heating requires finer elements near 
the surface where the eddy current flows. Most of the in-ser-
vice welding simulations available in the literature neglect 

solving the fluid flow and do not consider pre-heating power 
source distribution (Refs. 11–14). Generally, only the welding 
analysis is simulated using a constant value of the h coeffi-
cient for the entire internal surface, although the literature 
points out the significant difference in the consideration of 
local heat transfer versus an overall coefficient (Refs. 30, 31).

Time consumption is also an important factor to be consid-
ered when solving a large multiphysics model (Refs. 9–11, 12). 
The complete welding model in Fig. 8 (fluid flow + induction 

Fig. 7 — Transient analysis of the preheating temperature in the sleeve and pipe.

Fig. 8 — Fully coupled multiphysics model of an in-service welding qualification.
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+ welding) took approximately 24 h of calculation to finish 
all four steps. Discretizing the simulation into paces enables 
solving a problem with many DOFs since each physic can 
be solved independently in its respective step and further 
mathematically coupled using the initial values of the previ-
ously calculated variables as boundary conditions, facilitating 
the convergence. Such a method avoids the necessity of the 
computer mounting the entire problem at the same time 
with all DOFs, and dividing the solution into steps makes 

the convergence of the subsequent steps faster since the 
initial values are input from the already converged previous 
solution. An example of this case is fluid flow, which is first 
simulated in Step 1 up to its flow regime condition (Fig. 5), 
and the last calculated time step feeds the initial time of 
steps 3 and 4, keeping the flowing water while induction 
preheating and welding are calculated.

However, time consumption makes the applicability of 
the model questionable for quick tests. Thus, to reduce time 

Fig. 9 — View of the inner surface showing in the post-processing, the plot of heat flux (W/m2), temperature 
(°C), and heat transfer coefficient (W/(m2K)).

Fig. 10 — Correlation between the heat transfer coefficient and the temperature at the inner wall.
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processing, an approach to enter directly with the convection 
coefficient was used based on the full-scale model previ-
ously calculated. The h coefficient was input in the model 
as a boundary condition. This approach enabled work with 
reduced geometry and eliminated the necessity of consider-
ing the fluid flow for every single step since the heat transfer 
was considered variable locally depending on heat flux and 
temperature on the inner surface. The h coefficient can be 
calculated in the post-processing of the multiphysics model 
of Fig. 8, according to Equation 27.

 
 

ℎ =
−𝑘𝑘 𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛(⃗

(𝑑𝑑𝑇𝑇 − 𝑑𝑑!)
 

where k is the thermal conductivity, dT/dn is the normal 
temperature gradient across the pipe wall, Tw is the wall 
temperature, and T∞ is the fluid temperature. Therefore, h 
is variable locally depending on heat flux, wall temperature, 
and fluid properties. Such local variation of h can be seen in 
the correlation with temperature in Fig. 9, in which the higher 
the heat flux through the wall, the higher the heat transfer 
coefficient. Fig. 9 presents an internal view of the pipe’s wall 
with the moving welding heat source applied on the external 
side. It is possible to verify that the peak value of the h coeffi-
cient moved with the welding heat source due to the greater 
heat flux at its center. The peak temperature on the internal 
wall was about 350°C (662°F), which is also an important 
index for in-service welding, and it is way down from the 
maximum temperature of 980°C (1796°F) considered in the 
literature for most in-service applications (Refs. 1, 2).

Figure 10 shows the correlation between temperature and 
convection coefficient on the internal surface. The value of 
h as a function of temperature was captured in the results 
post-processing and transformed into a temperature-de-
pendent variable, according to the system of Equation 28. 
From Equation 28 it can be seen that at Twall = 20°C (68°F) 
(at the same temperature as the fluid), there was no heat 
flux and h was 0. When wall temperature increased due to 
the welding, the h coefficient increased.

Different from general approaches in the literature pre-
sented by Huang et al. (Ref. 11) and Alian et al. (Ref. 13), the 
value of h was considered based on a simulation of the real 
fluid flow obtained numerically instead of equations for fully 
developed flows, which are not applicable in reduced-length 
samples commonly applied for in-service welding qualifi-
cations. Moreover, the employment of equations for fully 
developed flows can lead the FEA to great errors in tempera-
ture distribution and welding thermal cycles comparing the 
simulated data with experiments.

ℎ(𝑇𝑇!"##) = 

&
0,																																																																							𝑖𝑖𝑖𝑖	𝑇𝑇!"## = 20℃

0.1015𝑇𝑇$ − 16.563𝑇𝑇% + 918.13𝑇𝑇 − 12543, 𝑖𝑖𝑖𝑖	20°𝐶𝐶 < 𝑇𝑇!"## ≤ 55°𝐶𝐶
16.899𝑇𝑇 + 3890,																																						𝑖𝑖𝑖𝑖	55°𝐶𝐶 < 𝑇𝑇!"##

 

Getting the change of h as a function of the temperature 
enables working with reduced geometries in the in-service 
welding simulation once the fluid flow parameters and the 
mock-up’s geometry and dimensions are kept the same 
during a qualification procedure. Therefore, it is possible to 
use Equation 28 as a boundary condition on the inner surface 
while setting the heat transfer physic. The model was then 
reduced to represent only a quarter of the pipe circumference 
with a reduced length of 500 mm (19.685 in.), assuming 
that regions too far from the welding can be negligible in 
terms of heat flux. Table 2 compares the statistical data of the 
full-scale model with the reduced-scale one. Reducing the 
geometry significantly shortened the number of DOFs and 
the total computational time. The time was reduced to 1 h, 
46 min for a complete FEA of the temperature distribution 
and the thermal cycles simulation.

Consequently, in Part 2 of this work, a comparison between 
the simulated molten zone area, temperature distribution, 
and thermal cycles will be presented and discussed in order to 
validate the model presented in Part 1. A method to estimate 
the microstructure using continuous cooling transforming 
curves and the experimental evaluation of the microstructure 
using microscopy will also be discussed.

Conclusions
The present work showed a multiphysics model to simulate 

in-service welding qualifications focused mainly on thermal 
analysis. Part 1 proposed solving Maxwell’s equations, mass 
conservation, Navier-Stokes, and heat transfer balance in a 
coupled approach. Thus, the following conclusions can be 
stated:

 ■ Simulating the fluid flow and preheating source differs 
from the usual literature for in-service welding simulations 
and enables us to study specific cases in comparison with 
real repairs.

 ■ An error of 14.2% was obtained comparing the peak 
temperature of induction preheating simulation and 
experimental data. Further research will address modeling 
considerations for possible two-phase fluid flow to minimize 
the error.

 ■ The multiphysic model greatly approximated the 
temperature distribution on the pipe’s wall for induction 
preheating.

 ■ The simulated streamlines showed different flow zones in 
reduced-length mock-ups for in-service welding qualification, 
which may result in different cooling rates along the pipe.

 ■ The electromagnetic field lines in the simulation indicated 
a higher current density on the surface of the pipe and the 
sleeve, suggesting the presence of the skin effect in the 
component.

 ■ Applying the same current to the coil resulted in different 
heating temperatures comparing the sleeve and the pipe. 
Forced convection acted on the pipe wall, in which the peak 
temperature was 115°C, while the sleeve’s temperature was 
controlled at 400°C. This occured because the sleeve was 
partially isolated from the pipe by the gap between the parts.

 ■ Solving a complex multiphysics model can make the 
simulation not applicable for quick tests. Entering the local 
h on the inner pipe’s surface as a function of temperature, 

(27)

→

(28)
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based on a full-scale simulation, is an alternative since the 
processing time was reduced from 24 h to 1 h, 46 min. The 
lower time was achieved by reducing the model size to ¼ of 
the pipe diameter and the number of elements from 1305219 
to 187758.

 ■Working with coupled multiphysics makes way for the 
implementation and FEA of the effect of simultaneous variables 
on the in-service welding application. Future publications 
will explore the mechanical behavior of the welded joint, 
considering residual stress and deformation.
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Appendix 1

Model Boundary Conditions

This appendix shows the boundary conditions and the 
materials’ physical properties considered in each of the phys-
ics solved in the model described in the paper.

Heat Transfer in Solids and Fluids

In the thermal analysis, the boundary conditions con-
sidered were the room temperature at 25°C (77°F) and 
convection heat transfer to the environment applying the 
correlation presented by Incropera et al. (Ref. 1) for horizontal 
cylinders. The pipe domain was set as carbon steel and the 
nonisothermal flow with the water properties. The carbon 
steel’s physical properties are presented in Fig. A1, while the 
water properties are presented in Fig. A2.

Fluid Flow (Turbulent Flow)

In turbulent fluid flow physics, Equations 3–10 presented 
in the manuscript were solved. Due to the coupling between 
heat transfer and fluid flow, the water properties from Fig. A2 
were also input conditions in this step. The flow was also set as 
weakly compressible with density evaluated at the reference 
pressure and considering its function with temperature 
(temperature-dependent). The inlet and outlet flow faces 
were defined according to Fig. A3, and the gravity force was 
considered constant (9.81 m [32.254 ft]/s2) acting in the 
z-axis direction.

Fig. A2 — Water’s physical properties.Fig. A1 — Carbon steel’s physical properties.

Table A1 — Magnetic and Electric Properties Applied to the Simulation

Properties Air Copper Carbon Steel

Electric conductivity (S/m) 1 × 10-12 5.998 × 107 4.032 × 106

Relative permeability 1

Relative permittivity 1

Vacuum permeability (H/m) 4π × 10−7

Vacuum permittivity (F/m) 8.85 × 10−12
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The net flow into the domain was set as a mass flow rate 
(m) value, which is assumed to be parallel to the boundary 
surface (inlet) and tangential to the flow velocity. The m can 
be calculated by Equation A1 using the volume flow (V), which 
was 380 l/min in this work. Due to the cooler used in the 
water loop, the inlet water temperature was set to constant 
at 20°C (68°F).

𝑚𝑚 =
𝑉𝑉
2 ∗ 𝜌𝜌!"#$%  

 where m is the mass flow rate (kg/s), V is the volume flow 
(m3/s) and 𝜌water is the water density (kg/m3) at inlet tem-
perature. As the velocity was indirectly set in the inlet, the 
reference pressure was set in the outlet as 1 atm.

Magnetic Fields

In this physic, the magnetic field created due to the alter-
nated current flow through the coil groups was calculated. 
According to the description in the main manuscript, it solved 
Maxwell’s equations coupled with the heat transfer physics to 
account for the induction preheating provided in the pipe wall. 
Thus, one of the input power sources (Q) in the heat transfer 
equation (Equation 1) consisted of the power generated from 
the current flow and the coil voltage in the magnetic field 
step. As highlighted in blue in Fig. A4, magnetic induction 
was solved in the air box domain, pipe and sleeve walls, and 
in the copper coils, excluding the water domain. Thus, the 
electrical and magnetic properties of these materials were 

set according to Table A1. The properties were assumed as 
constant for all materials with the values available on COM-
SOL’s database.

Coil excitation was set by an applied alternate current with 
an RMS current of 350 A and a frequency of 10.4 kHz. This 
boundary condition was defined for both coils: the one around 
the pipe and the second around the sleeve. These values 
were defined based on the electric signals’ measurement of 
the induction power source used in the experiments (Miller 
ProHeat 35), as explained in the main text.
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(A1)

.

Fig. A3 — Pipe domain with the inlet and outlet 
boundary conditions in the fluid flow physics.

Fig. A4 — Domains selected to solve magnetic field 
physics.
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